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Assignments for This Coming Week

Final project reports due next Tuesday 5/20 – incorporate feedback from 
presentations.

Meet with me and TAs today after class.

Give us feedback on the course!

Let us know if you’d like to TA and shape future versions of this course!
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Today’s lecture

Multimodal reasoning1

2 AI agents

3 Human-AI interaction

4 Ethics and safety

3



Multimodal Reasoning

4

[Liang, Zadeh, and Morency. Foundations and Trends on Multimodal Machine Learning. ACM Computing Surveys 2024]

It’s just a privilege to 

watch your mind at work.

Multimodal 
representation

This person is being sarcastic.
They seem to be close friends.

(quote previous episodes)
(highlight multimodal information)

+

Here’s a story of them in 
a different culture…

(generate future 
episodes)

Models: Multimodal fusion and generation
Data: Hard challenges + human reasoning steps

Training: Reinforcement learning for emergent reasoning
Human: Trustworthy, safe, controllable

Solving hard problems by breaking them down into step-by-step reasoning steps in multiple modalities



Multimodal Reasoning
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It’s just a privilege to 

watch your mind at work.

Multimodal 
representation

Part 1: Multimodal foundation model representations of text, video, audio



Multimodal Reasoning
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It’s just a privilege to 

watch your mind at work.

Multimodal 
representation

This person is being sarcastic.
They seem to be close friends.

Part 2: Adapting large language models for multimodal text generation



Multimodal Reasoning
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It’s just a privilege to 

watch your mind at work.

Multimodal 
representation

Part 3: Enabling text and image generation 

This person is being sarcastic.
They seem to be close friends.

(quote previous episodes)
(highlight multimodal information)

+



Multimodal Reasoning
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It’s just a privilege to 

watch your mind at work.

Multimodal 
representation

Part 4: Human-AI interaction

This person is being sarcastic.
They seem to be close friends.

(quote previous episodes)
(highlight multimodal information)

+



Visual reasoning can help students understand abstract subjects like geometry

Vision-Language Reasoning for Education

9

[Lee and Chen et al., Interactive Sketchpad: A Multimodal Tutoring System for Collaborative, Visual Problem-Solving. CHI LBW 2025]

Steven 
Chen

Jimin
Lee



But most tutoring systems are text-based

Existing AI systems (e.g., ChatGPT) struggle with interactive, 
step-by-step visual explanations. 

How can we integrate AI-driven multimodal 

reasoning to improve learning?

10

[Lee and Chen et al., Interactive Sketchpad: A Multimodal Tutoring System for Collaborative, Visual Problem-Solving. CHI LBW 2025]

Introducing Interactive Sketchpad, 
a multimodal tutoring system for collaborative, visual problem-solving.



11



Interactive Sketchpad

Problem Analysis: Determines if a visual hint is needed.

12

[Lee and Chen et al., Interactive Sketchpad: A Multimodal Tutoring System for Collaborative, Visual Problem-Solving. CHI LBW 2025]



Visualizations: Generates Python code to create step-by-step diagrams.

Interactive Sketchpad
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[Lee and Chen et al., Interactive Sketchpad: A Multimodal Tutoring System for Collaborative, Visual Problem-Solving. CHI LBW 2025]



Hint Generation: Provides directed guidance without giving away the answer.

Interactive Sketchpad

14

[Lee and Chen et al., Interactive Sketchpad: A Multimodal Tutoring System for Collaborative, Visual Problem-Solving. CHI LBW 2025]



Interactive Whiteboard: Students can draw, annotate, and refine their approach.

Interactive Sketchpad
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[Lee and Chen et al., Interactive Sketchpad: A Multimodal Tutoring System for Collaborative, Visual Problem-Solving. CHI LBW 2025]



Iterative Feedback: The AI adapts based on user input.

Interactive Sketchpad
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[Lee and Chen et al., Interactive Sketchpad: A Multimodal Tutoring System for Collaborative, Visual Problem-Solving. CHI LBW 2025]



Key Insight: Visual reasoning + code execution enhances problem-solving 
effectiveness, reducing errors that may confuse students.

Comparison to GPT-4o (no visual reasoning) and Visual Sketchpad (no interaction)

Experiments
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[Lee and Chen et al., Interactive Sketchpad: A Multimodal Tutoring System for Collaborative, Visual Problem-Solving. CHI LBW 2025]



User Studies

Key Insight: The system enhances learning by fostering human-AI collaboration 
and problem-solving through both vision and language interaction.
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[Lee and Chen et al., Interactive Sketchpad: A Multimodal Tutoring System for Collaborative, Visual Problem-Solving. CHI LBW 2025]



Instructions
Feedback

Actions
Clarification

online assistant icon

HTML
Webpage
Databases

Powerpoint
Spreadsheets

[Zhou et al., WebArena: A Realistic Web Environment for Building Autonomous Agents. ICLR 2024]
[Jang et al., VideoWebArena: Evaluating Multimodal Agents on Video Understanding Web Tasks. ICLR 2025]
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Interactive Agents
Multisensory agents for the web and digital automation
Example task: Purchase a set of earphones with at least 4.5 stars in rating and ship it to me.

https://thenounproject.com/icon/online-assistant-4116693/


Observed 

Webpage

Accessibility 

Tree + Image
Low-level

Actions
Return

Objective
High-level 

Plans

STOP

TYPE CLICK HOVER

PARSING

PLANNING

2

1

3

● Model architecture of our interactive agent:
- High-level Reasoning 
- Observation Parsing 
- Low-level Action Generation

[Zhou et al., WebArena: A Realistic Web Environment for Building Autonomous Agents. ICLR 2024]
[Jang et al., VideoWebArena: Evaluating Multimodal Agents on Video Understanding Web Tasks. ICLR 2025]
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Interactive Agents + Reasoning



GPT-4’s behavior with sub-goalsGPT-4’s behavior

Model is confused and stops after one step

Correct sequence of actions

SOLVE 1st one

SOLVE 2st one

Buy the highest rated product from the NS switch pouch 

category within a budget under 60

1. Search for “NS switch pouch category”

2. Search for items under 60 dollars

[Zhou et al., WebArena: A Realistic Web Environment for Building Autonomous Agents. ICLR 2024]
[Jang et al., VideoWebArena: Evaluating Multimodal Agents on Video Understanding Web Tasks. ICLR 2025]
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Interactive Agents + Reasoning
Planning intermediate sub-objectives



Zero-shot high-level plan

Too ambiguous

[Search] wireless earphone in 

the One Stop Market

[Find] the price range of 

wireless earphone in the One 

Stop Market

Ground truth high-level plan

[Search] wireless earphones in 

the One Stop Market.

[Sort] the price of the wireless 

earphones from low to high

[Find] the first item

[Sort] the price of the wireless 

earphones from high to low

[Identify] the price range of 

wireless earphones in the One 

Stop Market

[Find] the first item

Few-shot high-level plan

[Search] wireless earphone in 

the One Stop Market

[Find] the price of the first 

wireless earphone

[Read] the price range of 

wireless earphones in the One 

Stop Market

Few-shot high-level plan 

with human clarification

[Search] wireless earphone in 

the One Stop Market

[Sort] the price of the wireless 

earphones from low to high

[find] the lowest priced 

wireless earphone

[sort] the price of wireless 

earphones from high to low

[find] the highest priced 

wireless earphone

What is the price range of wireless earphone in 

the One Stop Market?

Didn’t sort
Subsequent model generations become 

correct after clarification

Interactive Agents + Human-in-the-loop
Asking humans for clarification when it is uncertain about generated plans
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Interactive Agents + Search

click

click

click

→ pruned by value function

→ pruned by value function

click

click

Searching over low-level actions – recall reinforcement learning
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How many times did I purchase this product?



[Kim et al., OpenVLA: An Open-Source Vision-Language-Action Model. 2024]
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Embodied Agents
Generate precise robotics control directly via trained vision language models. 



Human-AI interaction

25

What medium(s) is most intuitive for human-AI interaction?
- especially beyond language prompting

1

2
What new technical challenges in AI have to be solved for human-AI interaction?
- quantification

3
What new opportunities arise when integrating AI with the human experience?
- productivity, creativity, wellbeing
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Quantification

Definition: Empirical and theoretical studies to better understand model 

shortcomings and predict and control model behavior.

LearningCShortcomingsA BehaviorB

Epoch

L
o

s
s
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Quantification - Safety
Easy to generate biased and dangerous content with language models!

[Liang et al., Towards Debiasing Sentence Representations. ACL 2020]
[Liang et al., Towards Understanding and Mitigating Social Biases in Language Models. ICML 2021]
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Quantification - Safety
But there exist ways to ‘jailbreak’ the safety measures in aligned LLMs

Still a big open 
challenge!

[Zou et al., Universal and Transferable Adversarial Attacks on Aligned Language Models. arXiv 2023]
[Jiang et al., ArtPrompt: ASCII Art-based Jailbreak Attacks against Aligned LLMs. ACL 2024]



Quantification - Safety
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Balancing

modalities 

Balancing 

training

Unimodal biases

[Wu et al., Characterizing and Overcoming the Greedy Nature of Learning in Multi-modal Deep Neural Networks. ICML 2022]
[Javaloy et al., Mitigating Modality Collapse in Multimodal VAEs via Impartial Optimization. ICML 2022]
[Goyal et al., Making the V in VQA Matter: Elevating the Role of Image Understanding in Visual Question Answering. CVPR 2017



Quantification - Safety

30

Finding: Image captioning models capture spurious correlations 

between gender and generated actions

[Hendricks et al., Women also Snowboard: Overcoming Bias in Captioning Models. ECCV 2018]

Fairness and social biases



Quantification - Safety

31

Visual information makes model more confident 

in reinforcing gender stereotypes

Fairness and social biases

[Srinivasan and Bisk, Worst of Both Worlds: Biases Compound in Pre-trained Vision-and-Language Models. NAACL 2022]



Noise Topologies and Robustness

32

Multimodal robustness

Toda
y

was great!

[Zadeh et al., 2020]

Strong tradeoffs between performance and robustness

rate of accuracy drops

Modality-specific robustness

[Belinkov & Bisk, 2018; Subramaniam et al., 
2009; Boyat & Joshi, 2015]

noise → nosie 

Heterogeneity in noise

[Liang et al., MultiBench: Multiscale Benchmarks for Multimodal Representation Learning. NeurIPS 2021]



Noise Topologies and Robustness
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Robust data + training

Modality A

Modality B

Fusion + 

prediction

𝒙𝐴

𝒙𝐵

ෝ𝒚

𝒙𝑩
′

𝒙𝑨
′

Infer missing modalities

Modality A

Modality B

Fusion + 

prediction

𝒙𝐴

ෝ𝒚

𝒙𝐵

Translation model

Joint probabilistic model

Several approaches towards more robust models

[Ngiam et al., Multimodal Deep Learning. ICML 2011]
[Srivastava and Salakhutdinov, Multimodal Learning with Deep Boltzmann Machines. JMLR 2014]
[Tran et al., Missing Modalities Imputation via Cascaded Residual Autoencoder. CVPR 2017]
[Pham et al., Found in Translation: Learning Robust Joint Representations via Cyclic Translations Between Modalities. AAAI 2019]



Understanding Model Behavior

34

The other small shiny thing that is the 

same shape as the tiny yellow shiny 

object is what color?

CLEVR Flickr-30k

Three small dogs, two white 

and one black and white, on a 

sidewalk.

How many birds?

VQA 2.0

Correspondence

CMU-MOSEI

Why am I spending my money 

watching this? (sigh) I think I 

was more sad… 

Relationships

[Liang et al., MultiViz: Towards Visualizing and Understanding Multimodal Models. ICLR 2023]

Identifying individual cross-modal interactions



Understanding Model Behavior
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Unimodal 

importanceModality A

Modality B

Fusion + 

prediction

𝒙𝐴

𝒙𝐵

ෝ𝒚
𝑰𝐴

𝑰𝐵
𝑰𝐴 ∙ 𝑰𝑩 < 𝟎

𝑰𝐴 ∙ 𝑰𝑩 > 𝟎

Conflict

Complementary

Dominance𝑰𝐴 ≫ 𝑰𝑩Analysis

(e.g., GradCAM, 
LIME, SHAP)

Language is often 

dominant in multimodal 

sentiment analysis

[Wang et al., M2Lens: Visualizing and Explaining Multimodal Models for Sentiment Analysis. IEEE Trans Visualization and Computer Graphics 2021]

Classification of cross-modal interactions 



Understanding Model Behavior
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See interactive website: https://andy-xingbowang.com/m2lens/

[Wang et al., M2Lens: Visualizing and Explaining Multimodal Models for Sentiment Analysis. IEEE Trans Visualization and Computer Graphics 2021]

Visualization website

https://andy-xingbowang.com/m2lens/
https://andy-xingbowang.com/m2lens/
https://andy-xingbowang.com/m2lens/


Evaluating Quantification

37

Problem: real-world datasets and models do not have

quantification outputs annotated!

Quantification output

[Liang et al., MultiViz: Towards Visualizing and Understanding Multimodal Models. ICLR 2023]

How can we evaluate the success of quantification?



Evaluating Quantification

38

Find some downstream quality that practitioners find useful

and can be easily evaluated.

Quantification output

Downstream 

quality

[Liang et al., MultiViz: Towards Visualizing and Understanding Multimodal Models. ICLR 2023]

Indirect evaluation



Evaluating Quantification
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“Yes”“Yes”

1. Model simulation

Can humans reproduce model predictions 

with high accuracy and agreement?

[Liang et al., MultiViz: Towards Visualizing and Understanding Multimodal Models. ICLR 2023]

Indirect evaluation: Model simulation



Evaluating Quantification
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65.0%

U + C

71.7%

U + C +
Local R +
Global R

61.7%

U + C +
Local R

U + C +
Local R +

Global R + 
P

81.7%55.0%

U

MultiViz stages leads to higher accuracy and agreement

Blind test + reasonable baselines + measurable outcome

[Liang et al., MultiViz: Towards Visualizing and Understanding Multimodal Models. ICLR 2023]

Indirect evaluation: Model simulation



Evaluating Quantification
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Find bugs

Fix bugs

2. Model debugging

Can humans find bugs in the model

for improvement?

[Liang et al., MultiViz: Towards Visualizing and Understanding Multimodal Models. ICLR 2023]

Indirect evaluation: Model error analysis and debugging



Evaluating Quantification
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What color is the tie of the 

second man to the left?

Local analysis

Global analysis

What color is the 

Salisbury Rd sign?

What color is the 

building?

What color are the 

checkers on the wall?

Blue

3. Multimodal

representations

“Models pick up cross-

modal interactions but 

fail in identifying color!”

“color”

[Liang et al., MultiViz: Towards Visualizing and Understanding Multimodal Models. ICLR 2023]

Indirect evaluation: Model error analysis and debugging



Evaluating Quantification
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+0.2%

Uncertainty

+30.5%

MultiViz

+1.4%

Random

MultiViz enables error analysis and debugging of multimodal models

“Models pick up cross-

modal interactions but fail 

in identifying color!”

Add targeted examples 

involving color.

Side note: we used this to 

discover a bug in a popular 

deep learning code 

repository.

[Liang et al., MultiViz: Towards Visualizing and Understanding Multimodal Models. ICLR 2023]

Indirect evaluation: Model error analysis and debugging



Lecture Topics (subject to change, based on student interests and course discussions)

Module 1: Foundations of AI

Week 1 (2/4): Introduction to AI and AI research

Week 2 (2/11): Data, structure, and information

Week 4 (2/25): Common model architectures

Spatial Hierarchical Epoch

Lo
ss

44



Lecture Topics (subject to change, based on student interests and course discussions)

Module 2: Foundations of multimodal AI

Week 5 (3/4): Multimodal connections and alignment

Week 6 (3/11): Multimodal interactions and fusion

Week 7 (3/18): Cross-modal transfer

𝑦

𝑦
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Lecture Topics (subject to change, based on student interests and course discussions)

Module 3: Large models and modern AI

Week 9 (4/1): Pre-training, scaling, fine-tuning LLMs

Week 11 (4/15): Large multimodal models

Week 12 (4/22): Modern generative AI

An armchair in 

the shape of an 

avocado
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Lecture Topics (subject to change, based on student interests and course discussions)

Module 4: Interactive AI

Week 14 (5/6): RL, reasoning, and interactive AI

Week 15 (5/13): Human-AI interaction and safety

online assistant icon

47

https://thenounproject.com/icon/online-assistant-4116693/


Assignments for This Coming Week

Final project reports due next Tuesday 5/20 – incorporate feedback from 
presentations.

Meet with me and TAs today after class.

Give us feedback on the course!

Let us know if you’d like to TA and shape future versions of this course!
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